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This work is a two-way mirror mounted on a panoramic window, overlooking the digital
archive of the Finnish Museum of Photography. It informs my doctoral research on visual
arts and artificial intelligence in the sense that it is the result of the use of computational
tools to understand and organize the collection of the museum.

These tools are not built simply on the visual features of the photographs. They rely on
artificial intelligence models which were trained on a huge number of images retrieved
from the Internet in order to create a machinic method for classification. Embedded in the
organization depicted in the piece, there are efforts to create an automated visualization of
the world, based not only on the work of mathematicians and computer scientists, but also
on uncredited digital workers which had to manually classify the objects in found in millions
of images to build the model.

What does it mean to use machine learning to look and distribute 12.684 images from the
museum collection? One hand, this would be a work almost impossible to perform by
hand. There is clearly a machine mediation, an automated process through which we rely
on the algorithm to find similarities and repetitions within the database. At the same time,
this is not a purely mechanical process. On the surface, it is easy to see that there were
artistic interventions to decide on the size, format, placement of the piece as a whole and
on individual frames. Personally, I should add that I had to go through several iterations
and attempts until I found a result which pleased me aesthetically, and that could convey
my goals within the exhibition and also within my own artistic research project.

But most importantly, the mechanisms under the hood inform us essentially about
ourselves. The mirror lets us gaze through at the pictures of the collection, but it also
reflects the human imprint on the algorithms. From the selection of categories, the
availability of images to the construction of the AI models, to the subjectivity of Mechanical
Turk workers, all the biases present in creating these tools will also appear on the
exhibited result, no matter if evident or subtly scattered. Finally, it also reflects the will for
control that is brought by automation: the  tools used for expressive visualization are the
same used for surveillance. The title of the piece is meant to comment on this dangerous
usage, as well as the superhuman yet mundane capacities of artificial intelligence.

The piece in the context of the doctoral investigation

This piece addresses a field within artificial intelligence which is commonly referred as
unsupervised learning. In such processes, the algorithm will try to infer knowledge on
existing data using solely machinic resources, that is, without human support in the form of
of training or evaluation. Such a support would bring the analysis to the context of
supervised learning, which is common is object recognition and image generation. The
pieces belonging to my previous pre-examination dealt with this latter type of analysis.



The potential for the use of unsupervised learning in studies of media and culture is
recognized by scholars like Lev Manovich (Manovich 2021), specially in the field of Digital
Humanities (Pääkkönen 2021). However, as the models become more complex, it also
becomes hard to affirm that the processes are exclusively machine-based. The image
created for this work relied on pre-trained models, as discussed above.

Technical background

There were several steps involved in the creation of the tableau in the exhibition.  The first
was to use the ResNet50 framework (He et al. 2015) in order to provide a numerical
translation of the content of images. One of the options of this framework is to use the
Imagenet classification database (Deng et al. 2009), which contains one thousand different
categories, from elephants to houses, cars or hammers. Imagenet was made possible by
the appearance of Amazon’s Mechanical Turk platform, used to outsource the work of
training the model to thousands of distributed human workers. (“ImageNet: The Data That
Spawned the Current AI Boom — Quartz” n.d.) This dataset was used in the Imagenet
competition (Russakovsky et al. 2015), the event that sparked some of the most important
developments within machine learning, such as the Alexnet neural network
implementation. (Alom et al. 2018). Different frameworks were tested, like VGG16 and
VGG19, with Resnet yielding better results.

In my implementation, the classification resulted in a vector of 2048 values containing
classification  information, which I wanted to reduce to only two: x and y, the position of the
images in the tableau. For that I used standard techniques to reduce the dimensionality of
the data, first to one hundred dimensions (PCA) and finally to two (T-SNE). These two
vectors defined the final position of each photo in the frame.

Another feature was added from a suggestion of the curator: as the images formed
clusters of categories, the representativity of each one within their cluster was indicated by
their size. In other words, the biggest one image is the most representative of its group. If
an image is small, it indicates that it couldn’t be properly categorized and sits in between
two groups.
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